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Abstract - In this paper, we propose a new method to design 
an interleaver with practical size for turbo codes. In order to 
construct an optimal interleaver, we first set up the following 
design rules: (i) to suppress the interleaver correlation; (ii) to 
break up self-terminating weight-2 input sequences; and (iii) to 
avoid edge effects. We then synthesize a new type of interleaver 
structure, starting with the conventional block interleaver and 
applying simple transformation steps. The resulting interleaver 
can create turbo codes with relatively small block size that yield 
better performance than previously known interleavers. 
Advantages of the new interleaver are demonstrated by 
conducting comprehensive comparisons based on both 
theoretical analyses and computer simulations. 

I. INTRODUCTION 

Since the introduction of turbo codes [1], a considerable 
effort has been made in search for good interleavers. One 
major issue of great practical interest is concerned with 
design of an interleaver with small size. Generally speaking, 
the structure of an interleaver in terms of its type and depth 
plays a key role in determining the performance of a given 
turbo code. It has been reported that turbo codes can achieve 
a remarkable performance gain by using a sufficiently large 
interleaver (more than 1000 bits long). However, the long 
delay caused by such a large interleaver is often too 
prohibitive to be practical in real-time applications, such as 
voice or video transmission. There have been some 
successful attempts in designing turbo-code interleavers of 
practical size suitable for short frame transmissions. For 
example, 192-bit and 256-bit interleavers, corresponding to 
9.6 kbps and 13 kbps with roughly 20ms frames have been 
proposed for IS-95 and GSM [2], [3]. However, the gains 
achievable by these small-size interleavers are not large 
compared with large frame situations, hence a further study 
and development of even better small-size interleavers are 
called for. 

In this paper, we propose a new design method for small- 
size interleavers and show that it can provide better 
performance than previously known interleavers. Advantages 
of the new interleaver over the others are demonstrated by 
conducting comprehensive comparisons based on both 
theoretical analyses and computer simulations. 

11. ROLE OF INTERLEAVER IN "0 CODES 
AND OPTIMUM INTERLEAVING CRITERIA 

We may treat a turbo code, acting on blocks of data, as an 
equivalent linear block code [7]. Consider a rate 113 turbo 
code as shown in Fig. 1, which is constructed by parallel 
concatenation of two identical RSC (recursive systematic 
convolutional) constituent encoders with a turbo internal 
interleaver in-between, where each RSC encoder has a rate 
1/2 with constraint length K = 3 (i.e., memory v = 2) and the 
parity polynomial gl(D) = 1+D2 and the feedback polynomial 
go@) = 1+D+D2. We often represents this turbo encoder by 
(1, gl(D)/go(D)),, The turbo encoder of Fig. 1 is therefore 
denoted (1,5/7). For each input block U = (UO, u1, ..., UN-I)  of 
length N ,  the first component encoder RSCl operates directly 
on it and produces the first parity sequence y1 = C y l , ~ ,  ~ 1 . 1 ,  ..., 
y1,+& the second component encoder RSC2 operates on the 
interleaved version of U and produces the second parity 
sequence yz = (y2.0, ..., ~ 2 , ~ - ~ ) .  The resulting overall coded 
sequence of the turbo code is the combination of the three 
components U, y1 and y2. 

For a linear code, its error correcting capability is closely 
related to the distribution of Hamming weights of its 
codewords, i.e. the weight distribution of the code. The role 
of the interleaver in a turbo code is essentially to improve the 
weight distribution of the code. The weight distribution of a 
turbo-encoded sequence depends on how coded sequences 
from the component encoders are composed together, and a 
good interleaver is the one that reduces the number of 
relatively low-weight overall turbo-encoded output 
sequences. Since the class of turbo codes we study here 
satisfy the group properties, we assume, without loss of 
generality, that the true input sequence transmitted is an all- 
zero sequence. Therefore, we only need to consider the 
Hamming weights of other nonzero sequences. In the turbo 
coding scheme depicted in Fig. 1, the Hamming weights 
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Fig. 1. Example of turbo encoder 
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(originating from non-zero input sequences) of the overall 
output sequences are composed of three parts: the weight of 
the input sequence w(u) and the weights of the parity 
sequences w(yl) and w(y2). A good interleaver should 
associate a low-weight sequence from one component 
encoder with a large-weight coded sequence from the other 
component encoder in order to make the overall weights as 
large as possible. 

Because of the IIR (infinite impulse response) property, 
associated with the recursive structure of the RSC component 
encoders, the input sequences can be classified into two types 
with respect to the “true” input sequence (i.e., the all-zero 
sequence) that we are interested in correctly decoding: (1) 
self-terminating sequences, which return the encoder to the 
all-zero state after encoding N information bits, without any 
need for trellis termination technique; and (2) non-self- 
terminating sequences, where additional tail bits are required 
in order to force the encoder back to the all-zero state at the 
end of the sequence block. According to some probabilistic 
argument based on random interleaving [8], [9], non-self- 
terminating sequences have little effect on the turbo decoder 
performance because the coded sequences resulted from them 
can usually accumulate large weights unless the first bit “1” 
in these non-self-terminating sequences starts near the end of 
the block (in this situation, the position of the first 1 in the 
information sequence is also near the end of the block, the 
resulting overall coded sequence will still have a low weight, 
and this situation is called “edge effect“). The coded sequence 
resulting from a non-self-terminating input sequences should 
have some periodic structure because the RSC’s IIR response 
is periodic. This period is called the “intrinsic period“ of a 
given turbo code, and is denoted p .  If the memory of the RSC 
encoder is v, then p I 2”-1. The intrinsic period has a 
significant effect on the performance of the turbo code. To 
construct a good code, we usually choose a primitive 
polynomial (of degree v) as the feedback polynomial go(D) of 
the RSC component encoders so as to make p = 2”-1. 

Among the self-terminating input sequences, it is primarily 
low-weight input sequences (e.g. w = 2, 3,4,  ...) that result in 
low-weight overall coded sequences. In particular, self- 
terminating weight-2 input sequences of the polynomial form 
u(D) = Dk+D’, where I Z-k 1 mod p = 0 are most likely to 
produce fairly low weights at each component encoders. For 
example, the RSC encoders of Fig. 1 have the intrinsic period 
p = 3, and problematical input sequences are the weight-2 
sequences with the 1’s separated by 2+3t1 zeros (tl = 0, 1, 2, 
...), and the corresponding RSC encoded output weights are 
4+2 tl. Such a sequence will, after being interleaved, become 
another weight-:! sequence with its 1‘s separated by 2+3t2, 
where tz is multiple of 1/3. If the t2 is not an integer, the 
corresponding coded output will have a large weight because 
the RSC output is non-terminating (until the end of the 
block). But if t2 is an integer, the resulting weight will be only 
10+2(t,+ t2) if the integer duplex (tl, t2) are both small [8], 

As for other possible offending self-terminating input 
[91. 

sequences of weight n = 3, 4, 5, ... , it has been shown that 
these higher-weight input sequences, compared with self- 
terminating weight-2 input sequences, are much more likely 
to be broken up after proper interleaving. Therefore, they will 
have much less important effects on the turbo code 
performance than weight-2 sequences. 

Based on the above analysis of the weight distribution 
characteristics of turbo codes, we conclude that the 
interleaver design should be focussed on the following rules: 

1) Define the “duo-distance” between position i and 

dduo ( i , j )  = I i - j  I + I 4i) - 
position j for a given interleaver: 

I ,  
where n(i), d ~ )  are interleaved positions of i, j ,  where i, j 
= 0, 1, 2, ... , N-1 ( N  is the length of interleaver block), 
and i # j .  
The dduo should be made as large as possible in order to 
lower the correlation between the interleaver output 
sequence and its input sequence. 

2) The distances between any two input information bits 
before and after the interleaver, denoted d(i , j )  = I i-j I and 
d(n(i), no)), i, j = 0, 1,  2, ... , N-1 should not be both 
integer multiple of the intrinsic period p so that the 
chance of feeding self-terminating weight-2 sequences 
may be avoided or reduced. 

3) The positions of any input information bit before and 
after the interleaver, i.e., i and n(i) (0 I i I N - l ) ,  should 
not be both near the end of the interleaver block in order 
to avoid edge effects. 
In other words, if i is nearly N ,  then both n(i) and f l ( i )  
should be much smaller than N .  

111. NEW INTERLEAVER DESIGN METHOD 

Using the design criteria discussed in Section 2, we 
construct a new type of interleaver structure, with intrinsic 
period p and interleaving block length mxm bits, by the 
following procedure: 

Start with the conventional block interleaver of size 
mxm. Data are written into column by column and read 
out row by row. 
Apply the “modulo-p” operation to the order in which 
the data are read out from above the block interleaver, 
and then partition the data into p groups as follows: 

Groupo, Group,, Group2, ... , Group,-, 

where data in Groupi consisting of those which are in 
position k of the block interleaver output, where k = i 
(modp), i =  0, 1,2, ... ,p-l; 
Divide the data sequence in each group, according to the 
order in which the data are read out from the block 
interleaver, into blocks of length p (Note: the number of 
data in the last block in a group will be less than p unless 
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the length of data in the group is an integer multiple of 
P) : 

Group, a Blocb,l . Blocb,2, ...... 
Group1 a . Blockl,~, ...... 

3 Blockp-l,l . Blockp-1,2, ...... 
Permute the above-arranged data in the following 
sequence: 

Blocb,l . Blockz,I, .... Blockp-l,l ; 
Blocb,z, Blockz,z, .... BlockP-l,2 ; 

3 

Finally output the data sequence obtained in Step 4 in the 
reverse order. 
The purpose to output the sequence backward here is to 
avoid the edge effect mentioned earlier. 

11 19 27 35 43 61 59 

Fig. 2 gives the design process for this new interleaver of 
length 8x8 bits that can be used in the turbo encoder of Fig. 1. 

1 1 9  117125/3314114915I 

2 10 18 26 34 42 50 68 

(a) Data put in the conventional 
block interleaving mode 
(8x8 bits) 

(c) After permutation in 
Step 4 

(b) Data partitioned into p 
groups 
@lack, white and grey 
corresponding top = 3) 

(d) After reversing in Step 5 
(The output sequence: 63, 
55, 31, ... ) 

Fig. 2. The new interleaver withp = 3, length 8x8 bits 

1V. ANALYTICAL RESULTS 

Using the new interleaver of length 8x8 bits designed in 
Section 3 as an example, comprehensive comparisons are 

made between some known interleavers and the interleaver 
we propose. As criteria for comparison, we evaluate the 
distribution of the edge distance dedge (dedge = 2 ( N  - 1) - i - 
n(i), where ~ ( i )  is the interleaved position of position i and N 
the interleaver block length); the output weight distribution 
d,, where the inputs to both RSC encoders are all self- 
terminating weight-2 input sequences, i.e., both I i - J I and 

1 n(i) - nu) 1 (0 2 i 2 N-1) are all integer multiple of the 
intrinsic period p ;  the duo-distance dduo(ir j )  and the general 
weight distribution of turbo code listed in Figs. 3 through 6. 

~. ..... , .................................. , ...................... ..... ........... ., .............. 
. . . . . . . .  . . . .  ........ (. ............................................................................................... 

. . . .  . . . . . . . . . . . . . . . . .  
. . . . . . . . .  

. . . . .  . . . . .  .................................. . . . .  
x .r: 8 
4 6  .a 4 
4- - s f  - 0 9 18 27 36 45 54 63 72 81 90 99 108117 126.--.. 

d d g e  

Fig. 3. Distributions of Q, in the proposed interleavers (New), 
the conventional block interleaver (Block) and helical 
block interleaver (Helical) (N=64 bits) 

.............................. 
- . , a  I I .  I .  I I - m  

. . I  I I I I ,  I I I .  . ............................... - - ,  I I 3 I I I I . I . 
- - 0  I I t I I I I . I * - - 

.---. 2 0 4 8 12 16 20 24 28 32 36 40 

Fig. 4. Distributions of d,, (140) the output weight for self- 
terminating weight-2 input sequences in some interleavers 
(N=64 bits, turbo code (1 ,  5/7)) 

3 - 0  2 4 6 8 10 12 14 16 18 20 

dduo 

Fig. 5. Duo-distance dduo (I 20) of some interleavers (W64 bits) 
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Fig. 6. Weight distribution (w  520) of turbo code (1,  5/7) using 
some interleavers (Input sequence of weight-n (n=1,2,3,4), 
N=64 bits) 

By referring to Fig. 3, we find that the new interleaver and 
the helical block interleaver [lo] have the same minimum 
dedge (=12). The minimum dedge for the new interleaver 
corresponds, in referring to Fig. 2(a) and (d), to the input 
position 56 and output position n(56)=58 (as noted by 
circles). This value is much larger than the minimum ddge of 
the conventional block interleaver which is zero. The 
distribution of dedge for Cyclic-T interleaver [ 101 is not shown 
in Fig. 3 since the dedge for this kind of interleaver depends on 
some address translation matrix that the interleaver adopts, 
but it is easy to see that its minimum dedge is also zero. And 
the multiplicity of the shorter dedge for the new interleaver is 
smaller than that for the other interleavers. 

Fig. 4 shows the output weight distribution for self- 
terminating weight-2 input sequences to both RSC encoders. 
Suppose that this kind of input sequence has the polynomial 
form Dk+D', where I I-k 1 mod p = 0, as above mentioned, 
according to [ l l ] ,  the d,, for the p=3 turbo code (1, 517) of 
Fig. 1 is computed by 

I - k  I + I Z ( l ) - I r ( k )  I 
ds, = 6 + 2 ( '  3 

and the minimum d,, is defined as the free distance (dkee) of 
the turbo code, i.e., 

We see that the new interleaver and conventional block 
interleaver have the same dhee (=18), which is larger than the 
dkee of the other interleavers. But the multiplicity of the new 
interleaver for small d,,, such as the region d,,c40 as shown in 
this figure, is smaller than that of the conventional block 
interleaver, hence this supports the superiority of the new 
interleaver . 

Fig. 5 gives the distribution of the duo-distance for the 
various interleavers. Only the situation for the dduo less than 
20 is shown. Although the conventional block interleaver and 
the helical block interleaver have larger minimum dduos (= 9, 
8 respectively) than the new interleaver (minimum dduo = 7), 
the multiplicities of the former two interleavers for smaller 
dduo, such as the region dduo <lo, are much larger than that of 
the new interleaver, so it is difficult to claim which has 
advantage over the other. 

Fig. 6 shows the weight distribution of these interleavers, 
only for the Hamming weights less than 20. From the points 
of both the values of Hamming weight and the multiplicity, it 
is clear that the new interleaver is, in general, better than the 
others. But for the region of the Hamming weights less than 
13, the helical block interleaver is the best. 

To sum up, the new interleaver has been shown to be better 
in terms of above various criteria than the previously known 
interleavers, i.e., it can outperform the others in avoiding the 
edge effects, breaking up self-terminatiing weight-2 input 
sequences, and suppressing the interleaver correlation. 

v. SMULATION RESULTS 

To augment the above theoretical analyses and verify the 
superiority of the new interleaver, we evaluated the BER 
performance of the new and other interleavers on computer 
simulation. We tested two block size, N = 64 and N = 256, 
and apply both to the turbo code (1, 5/7) of Fig. 1, using 
MAP decoding algorithm with eight iterations. The 
simulation results are shown in Figs. 7(a) and 7(b), which 
support the theoretical results presented in Section 4. In these 
results, the curves marked "Pseudo-Random'' correspond to 
the case where the interleaver is a random permutation 
obtained by a pseudo-random sequence. Although random 
interleavers is most favourable for turbo codes design when 
their size is very large, they usually cannot give the 
performance satisfactory enough to be the best choice when 
their size is small. This is demonstrated in these Figs. For the 
shorter block length (N = 64 bits), the new interleaver shows 
a better performance than the others for S N R  > 1.5dB, and is 
not much inferior to the others even in the lower S N R  region. 
The performance improvement of the new interleaver is much 
clearer for the longer block length (N=256), especially in the 
region S N R  > 1 .O dB. 

VI. CONCLUSION AND DISCUSSION 

A new interleaver design, which can provide turbo codes 
with better performance than previously known interleavers 
for relatively small block size, has been presented and its 
advantages have been confirmed by both theoretical analyses 
and computer simulations for the turbo code shown in Fig. 1. 
What we presented in this paper are preliminary results, and 
it will require a further analysis and experiments to draw a 
conclusion for more general class of turbo codes. In the 
design method presented here, we mainly concentrated on the 
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weight-2 sequences since they largely determine the weight 
distribution of turbo codes. However, as mentioned in Section 
2, input sequences with weight-n, for n 2 3, also produce self- 
terminating output, possibly with low encoded weights. In 
fact, there is some possibility that such design would 
unnaturally amplify the effects of these higher-weight 
sequences [8]. An interesting extension of our current results 
will be to consider several sequences of low-weight 
simultaneously in order to overcome the disadvantages from 
the self-terminating input sequences as much as possible. We 
are currently investigating how to select an appropriate set of 
error patterns for these low-weight sequences that need to be 
broken up. 

---( -+ Pseudo-Random,)-k----~---------. 
I -;--+ 
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