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Application of Partial-response Channel Coding
to Magnetic Recording Systems

Abstract: A magnetic recording channel can be regarded as a “partial-response” channel because of its inherent differentiation in
the readback process. The conventional NRZI method of recording is shown to be equivalent to the “precoding” of this particular
partial-response channel, the purpose of which is to limit the propagation of error in the channel output. Using this new viewpoint,
one can readily adopt an error detection scheme (developed for general partial-response channels) that takes full advantage of the
inherent redundancy in the three-level channel output. The detection scheme is optimum in the sense that it detects all detectable
errors with minimum delay.

The paper also describes a new high-density recording method, named the “Interleaved NRZI,” which is obtained by molding an
ordinary recording channel into a different type of partial-response channel, resulting in a potential increase in information density,
Implementation of the corresponding optimum error detection scheme is also presented.

Finally, performance of these error detection schemes is evaluated in terms of probabilities of detecting single and double errors within
a certain finite delay.

1. Introduction

Two of the most common methods of magnetic recording Figure 1 The NRZ and NRZI recording methods and the
are the so-called NRZ (non-return-to-zero) and NRZI waveforms at various stages.

(non-return-to-zero-inverse) methods. In NRZ recording, Tnputdata | WTHBE {0 weitng |m(0 | 4 [0 elr)
one direction of magnetization corresponds to a ONE . head dr Y =
while the other corresponds to a zero in the data. In

NRZI recording, a change in direction of magnetization Read-back process
corresponds to a ONE while no change corresponds to
a Zero in the data. Relationships among a sample of Tnput data

. oy . . . NRZ method 0 1 1 Q 1 0 0
binary data, the writing current i(r), the magnetization
m(?) of the recorded data and the readback voltage e(?), NRZI method 0 1 0 1 1 1 0
for both NRZ and NRZI recording, are illustrated in
Fig. 1. The relationship between the readback voltage Writing current i(1)
e(t) and the magnetization m(¢) can be described by the —_

. . 1
following expression :

e(t) = h(t) * ‘—;1; m(e), 4} Magnetization pattern m(z) f \ ’ \
where “*”” means the convolution and A{f) represents the

magnetic-head field distribution characterized by the re-

sponse due to a unit step function in m(z). Note that A {7{ mir) —]\———U,—J-l—l]——
and m are written as functions of time ¢, under the assump-

tion that the magnetic medium is moving at a constant
speed relative to the reading head.
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The main disadvantage of NRZ is that when a bit is
misread in the readback process, the error propagates
through the rest of the decoded message. It will be shown
that because the readback process differentiates the signal,
the readback channel can be considered a ‘partial-
response” channel™? that introduces a controlled amount
of intersymbol interference between neighboring bits. A
general precoding method can be applied to eliminate
the problem of error propagation. It will be shown that
this precoding method is equivalent to the NRZI method
of recording.

As stated above, the conventional detection method of
NRZI recording interprets the presence of a pulse in the
readback voltage as a oNE and the absence of a pulse
as a zero. This is often realized by passing the output
voltage signal through a rectifier and then through a
threshold detector. However, it is easy to see that the
output voltage is basically a three-level signal with in-
herent redundancy that should be exploited for error con-
trol. The authors present an error detection scheme that
makes use of these features of NRZI recording.

A new and somewhat more sophisticated method of
high-density recording is also described in this paper. It
is shown that an ordinary recording channel can be molded
into a different type of partial-response channel. This can
be done with or without channel shaping, and offers
promise for an increase in information density with only a
moderate sacrifice in signal power.

Information density of existing magnetic surface re-
cording systems is limited mainly by the presence of
intersymbol interference introduced in the readback pro-
cess, an essentially linear process. The similarity between
magnetic readback channels and data transmission chan-
nels is the basis for using modern communication tech-
niques to improve the performance of magnetic recording
systems. Results presented in this paper include several
earlier pieces of work by the present authors on the
treatment of partial-response channels and magnetic re-
cording channels.

2. Partial-response channels

Partial-response channels, also called channels with cor-
relative level coding, have been studied in recent years
by several authors.””® The methods of channel shaping,
signalling and coding that they have developed are moti-
vated by the need to better handle the problem of inter-
symbol interference and to utilize more efficiently the
bandwidth of a given channel.

Partial-response channels have previously been studied
by the present authors using the concept of linear digital
filters that are defined either in the integer domain or
in a residue class ring. In the following we give a brief
mathematical description of the partial-response channel
and outline some results in error detection that are appli-
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cable to magnetic recording of binary data. Detailed dis-
cussions of our error detection and correction techniques
will be given in another paper.® A recent paper by Gunn
and Lombardi’ uses an approach to error detection in
partial-response channels that is similar to ours.

A partial-response channel is characterized by a transfer
function

i

2 &D, (2)

1=0

G(D)

where g, are integers with a greatest common divisor
equal to one, and D is a delay operator. Given an input
sequence of integers {b,}, the output sequence {c;} is
determined by

C(D) = G(D)B(D), ©))

where
B(D)= > bD* and C(D)= Y, c, D"
k=0 k=0

Note that g, in G(D) is taken as the signal value, while
the g, for i 2 0 correspond to controlled interferences
at the following digits. By allowing g, # 0 for i ¥ 0,
the channel shaping becomes much easier in most cases
when a higher information rate is desired. It can be seen
that when B(D) represents a binary sequence, C(D) rep-
resents an m-level sequence, where m depends on coeffi-
cients in G(D). For instance, the so-called duobinary
system® corresponds to the case of G(D) = 1 4 D, for
which m = 3.

Now if the output C(D) is received without error,
ie., C(D) = C(D), then the input B(D) can be recovered
by passing C(D) through an inverse filter with a transfer
function 1/G(D). An immediate problem of this system
[Fig. 2(a)] is that if C(D) includes an error, the effect
of this error tends to propagate in the decoded message
B(D) = C(D)/G(D). This can be seen from the fact that
1/G(D) can in general be expanded into an infinite power
series in D. Propagation of errors can be avoided by the
precoding technique.

The precoding technique can best be described in terms
of a digital filtering process that is nonlinear in the ordi-
nary sense, but is linear over the residue class ring modulo
2. We shall define a precoder by its transfer function,
[1/G(D}uoa - That is, with a binary input A(D), the pre-
coded message B(D), which is also binary, is determined
by

B(D) = A(D)/G(D) mod 2. @

The existence of this inverse filter requires the coefficient
go in G(D) to be an odd integer. (In the general case,
where the input is of m-level, g, and m must be relatively
prime.) Comparing Eqs. (3) and (4), we see that

¢ = a, mod?2, forall k > 0. 5)
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Figure 2 Partial-response system; (a) without precoding, (b) with precoding and (¢) with error detection capability.

To recover A(D) given C(D), one merely performs a
modulo 2 operation on {¢,}. Propagation of errors in
A(D) is thus eliminated.

In the system of Fig. 2(b), the detector simply performs
a modulo 2 (or, equivalently, rectification) operation to
recover the binary message A(D). Although extremely
simple in structure, this detection method is not capable
of taking advantage of the inherent redundancy in a
multilevel output sequence C(D) and will not detect any
error. To remedy this weakness a new detection system
is proposed [Fig. 2(c)]. In this modified receiving struc-
ture, the modulo 2 operator of Fig. 2(b) is replaced by
the inverse filter 1/G(D) and the decoder [G(D))pea 2. It
is not difficult to see that the inverse filter and the decoder
together perform an equivalent modulo 2 operation, and
so the objective of avoiding error propagation is still
preserved.

If there are no errors in the channel output C(D), the
inverse filter output B‘(D) is clearly the same as B(D),
the precoder output. When an error exists in B(D), it
is said to be “detectable” if it cannot have been generated
by any legitimate input A4(D) in the absence of errors.
Detectable errors can always be detected in the receiving
system of Fig. 2(c) simply by tracking the existence of
any illegitimate coefficients in B(D). The validity and the
optimality of such a detection scheme are guaranteed by
the following theorem, the proof of which is given else-
where.’

Theorem: Any detectable error in the channel output
C(D) must result in an inverse filter output B(D) that
contains a coefficient of level other than the allowable
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levels zero and oNE. Furthermore, the delay between the
occurrence of an error and its detection is as small as
possible.

The model of partial-response channels will next be
used for digital magnetic recording systems.

3. The NRZI recording system with error
detection capability

The relation between a binary sequence {5} (b, = 1, 0)
and the writing current i(r) in the NRZ recording system
is given by

i) = > (b, — Dult — kT), (6)
k=0

where u(f) is a rectangular pulse of duration T seconds:

<
W) = 1{1 0<t<T
0,

(N

elsewhere.

Here, the amplitude in the current i(¢) is normalized by
its saturation level, i.e., --ONE and —oONE represent two
saturation levels. We may also assume that the magnetic
medium is originally magnetized to one of these two levels,
say, —ONE.

Although transitions between opposite saturation levels
require some finite time, it is generally adequate to assume
m(t) to be approximately proportional to i(f) in practical
systems. The output voltage of the reading head, e() of
Eq. (1), can be shown in the absence of noise to be
e(t) = 2

ch(t — kT), (8)

@
=i
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Precoder Channel
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1-D

mod 2
Noise
(a)
Tnverse
filter Decoder
: B(D) /
() 1 A(D)
1:1 - D] mod 2

1-D
—

Level test

!

R(DY: reset pulse

Detection
of errors

(b)

Figure 3 (a) A representation of the NRZI recording sys-
tem as a partial-response system; (b) error detection and
decoding method in the NRZI recording system.

where
by, — by, k>1

q={k o = ©
(bo, k=0.

If the response function A(7) virtually satisfies the fol-
lowing condition at sampling instants,

hnT) = {1’ n=0 (10)
0, n # 0,

then the sampled value of the output voltage is
e(nT) = 2c,, an

which is a three-level sequence, as is clear from Eq. (9).
Thus, the recording channel can be regarded as a partial-
response channel with a discrete transfer function

G(D)=1— D. (12)

From our earlier discussion on partial-response channels,
the corresponding precoder here should perform a trans-
formation that is ““linear” in the binary sense, and has
a transfer function [1/(1 — D)lme 2. More specifically,
the precoder input {a,} is related to its output {b,} by

bk = ag + bk—l mod 2
k
= > a mod 2, (13)
i=0

with A_, usually assumed to be zero.
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It is easy to see that the precoder obtained above by
viewing the magnetic channel as a partial-response chan-
nel performs exactly the function of an NRZI encoder
[Fig. 3(a)]. That is, a symbol in the precoded binary
sequence {b,} is always reversed from the preceding sym-
bol when a ONE in the binary input sequence {a.} is to
be recorded. This new observation, nevertheless, enables
one to employ the general detection method developed
for partial-response channels and to take full advantage
of the inherent redundancy in the three-level channel
output.

A possible structure of the error detection method based
on the theorem in Section 2 is diagrammatically shown
by Fig. 3(b). Here the rectifier or “mod 2 detector” in
the conventional system is replaced by the combination
of the inverse filter with transfer function (1 — D) ' and
the decoder with transfer function [1 — Dloeg -

It should be pointed out that, in this special case, the
error criterion is equivalent to the observation that voltage
pulses read from a saturation recording system must alter-
nate in polarity. However, it is reassuring to know that
all detectable errors can be detected this way. The special
form used to implement the error detection logic may
also be of some practical interest.

4. A new high-density recording scheme

The function 4(?) of Eq. (1) is the output voltage response
to an impulse in d{m(2))/dr; i.e., to a step change in the
direction of recording medium saturation. It is known
that a Gaussian characteristic, #(f) = a exp (— brz), can
generally provide a good fit to experimentally obtained
characteristic voltage pulses.' It is seen from Fig. 4(a)
that although the pulse shape #(f) has no overshoot, it
is not suitable for high-density recording, since a bit
interval 7 of a fairly large value must be chosen to avoid
excessive intersymbol interference.

The pulse in Fig. 4(c) is the same as that of Fig. 4(b).
However, the sampling rate is increased by 50 percent;
i.e., sampling is done at every 7’ second, where T’ =
2T. If we define the new time axis ¢’ by

=1+ 37 14)

and a function f(t’) by

@) = h(r + 37, (15)

then, as can be seen from Fig. 4(c)

mﬂﬁ:“ n= 0 (16)
~ 0, n#0,1,

where the values at n = 0, 1 are normalized. Hence, the
transfer function is characterized by

F(D) = ), j(nT)D" =1+ D. an

n=—ow
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Figure 4 The principle of a higher-density recording system.

Figure 5 (a) Interleaved NRZI recording method; (b) error
detection capability added to the system.

Precoder Channel
b) ) A
LR BOV | _pe |[E) &)
1-D
mod 2
Noise
(a)

¢w) 1 B(p) LN
— 1—D2 [1 D —Jmod 2

Detection

Level test of errors

R(D): resct pulse

2 (b)
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Input data {a | 0 1 0 1 1 1 0

Precoder output { by } 0 1 0 0 1 1 1

Magnetization pattern m (r) ’ \ ’

Lom(o) U
[0 A
Output voltage e(¢) —c/-\ /\

Output sequence { Ck} 0 1 0 -1 1 1 0

Figure 6 Waveforms at various stages in the Interleaved
NRZI recording system.

Then the transfer function of the whole system is, from
Eqgs. (12) and (17),

G(D) = G(D) F(D) = 1 — D*. (18)

The corresponding precoder has a transfer function
[1/ — D*l.eaz2 The input sequence {a;} and output
sequence {b,} are related by

bk = 4 + bk*Z mod 2. (19)

We shall call this new system the ‘“Interleaved NRZI”
recording system. The block diagram of the system is
shown in Fig. 5. Fig. 6 shows the actual waveforms
observed at various stages in the Interleaved NRZI
system.

The Interleaved NRZI system described above requires
the channel response to satisfy Eq. (16). In practice,
however, such desired channel response can not always
be maintained (especially if the sampling rate is pushed
higher), and, as a result, system performance may dete-
riorate. A common remedy is the introduction of “‘shaping”
or “equalization” in the frequency characteristic of the
channel. A possible frequency characteristic H(w) [the
Fourier transform of the channel response function /(1))
assumes a cosine shape in the magnitude, as shown in
Fig. 7, while possessing a linear phase characteristic.
Equalization or channel shaping can also be realized in
the time domain. Automatic or adaptive equalization
developed in data transmission systems™® can thus be
applied to the magnetic recording channel. However, this
subject is beyond the scope of the present paper.
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'H(w)|equakized =
cosine shape

|H(w)|original =
gaussian shape

L) ——

Figure 7 Frequency characteristic of the channel response
function.

Figure 8 (a) An error detection and decoding circuit for
the Interleaved NRZI system; (b) an alternate method.
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Table 1 Example of operation of Interleaved NRZI system.

k 01234568678

ar 01106001 1 1
be = bis + ar (mod 2) 01 1 111001
o= by — b 01100 0—t—1 1
. & 01000 051-1 1
b = v + (Bies + re_v) 01 010 1—-1t 01

re 00000O0T1O00
ar = by + (Bis 4 ris) 0100001 1 1

LIt

& (mod 2)

Fig. 8(a) shows a possible implementation of the error
detection and decoding circuit for the Interleaved NRZI
system. Note that a two-stage shift register is shared by
the inverse filter and the decoder. Figure 8(b) shows an
alternative implementation in which the output sequence
ta,} is directly obtained from {¢,}. The generation rule

of the reset pulse {r,} is as follows:

"—(E -, b>1

=7 0, b=1 or 0 (20)
}
|—b, b <o0.

The operation of this proposed system will be illustrated
by the following example.

o Example ]: G(D) =1 — D*
Let us assume that the information sequence {a,} is as
given in Table 1. Then, the precoded sequence {b,} is
obtained by Eq. (19); the channel output sequence {¢,}
is calculated by assuming the transfer function of Eq. (18).
In Table 1, ¢, is in error and the corresponding error in
{b,} propagates in every other bit as marked by the
dotted line and results in an illegitimate level be = —1
with a four-digit delay. A reset pulse r; is generated to
prepare the system for future errors.

The main features of the Interleaved NRZI recording
system are summarized as follows.

1) Without any channel shaping the recording density
can be increased by properly changing the sampling rate
and time in the conventional NRZ or NRZI recording
system.

2) Density can be further increased by equalizing the
channel. Since the frequency characteristic of a recording
channel is fairly close to the desired cosine shape, this
type of equalization becomes somewhat easier. As a result,
the signalling rate can be substantially increased without
resulting in excessive sensitivity problem.

3) Precoding can be used to prevent propagation of errors.
This can be easily implemented with simple digital cir-
cuitry.
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Figure 9 Threshold detection.

4) Error detection and correction methods developed for
a general partial-response system can be used here.

Furthermore there are other desirable properties similar
to those in the NRZI method:

5) In parallel recording on a group of tracks, an odd
parity count per data frame guarantees a signal for read-
back timing in every two-bit period.

6) Because signal polarity is not a factor in interpreting
the readback voltage, reading is simplified when bidirec-
tional surface motion is used.

It is worth mentioning here that the approach discussed
in the present section can be further generalized; i.e., by
the proper choice of the recording density (bit rate) and
by equalization of the channel frequency characteristic,
a wide class of partial-response transfer functions of the
form

G(D) = Gy(D) P(D) 21

can be obtained, where Gy(D) = 1 — D [see Eq. (16)] and
P(D) is any polynomial of D with an odd constant term.
A possible choice, for instance, could be

P(D)= 1+ 2D+ D" (22)

The potential increase in recording density in this case
is even higher than that of the Interleaved NRZI tech-
nique. However, one must accept any degradation in
performance due to the increased number of channel
output levels. Other practical considerations, including
the ease of proper equalization, are also open to further
investigation.

5. Performance of error detection algorithms in the
NRZI and the Interleaved NRZI recording systems

Thus far we have not specified channel error statistics,
nor have we characterized the “‘noise” in our system to
have any specific properties. Furthermore, we have not
indicated how the output sequence {¢,} is derived from
the read-head output analog waveform except that the
output {¢,} should be equal to {c.} under noiseless
conditions.
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pim)

-1 -l

Figure 10 Probability density function of the additive noise
f 1
Wk

Let us assume now that the error source is described
by an additive noise sequence {r;} that is independent
of the information sequence {c.}. We assume that the
threshold detection method will be used as shown in
Fig. 9, ie,,

( 1, et o > %
&G =3 0, lew + ] < % (23)
1—1, e+ o < =3,

in which the received signal spacing is normalized to unity
and, hence, the threshold levels are given by 1. We
further assume that the noise distribution density func-
tion is symmetrical about n, = 0 (Fig. 10). Thus,

Prin, > 3} = Prin, < i} = ¢. 24

If the sequence {a,} is an independent sequence in which
ONE and zero occur with equal probability, so is the
precoded sequence {b,}. The output sequence {c,} will
take levels +onNE, ZERO and —ONE with probabilities 1,
% and 1, respectively. The probability that a detected bit
{¢x} 1is in error is

pe =5 Pric,=0]c =1}

F+ i Pr{e,=0]c = —1}
+3iPr{c=1]|c = 0}
+3Pric,=—1]|c = 0} = 3q. (25)

The probability p,(0) that an error in the NRZI system
is immediately detectable is given by

pu(0) = Pr{b, = 2} + Pr {b, = —1}
=iPric,=1|b = by =1}
+ L1 Prit = —1|b = b, =0}
= 29 = 3P (26)

Extending the argument, we say that a single error can
be detected after a delay of exactly L digits with probability

pulL) = {p. — p(O}(H)" = 3P, L >1. 7
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The conditional probability that a single error can be
detected within a delay L is given, from Egs. (25) and (26),
by

pa(L’ single error)
l L
Sl =1-3@, L2009
e (=0

In the above argument we assume that all errors are
“single” errors; i.e., that each error is separated from
the next one by more than L digits. What if another
error occurs within L digits after the first one? If the
second error has the same polarity as the first one, corre-
sponding error patterns in the sequence {b,) will add.
Thus {5,} always exceeds legitimate levels no later than
the occurrence of the second error. Therefore, these errors
can be detected with probability one. If two errors have
opposite polarities, however, error patterns cancel each
other after the occurrence of the second error; thus, these
errors remain undetected unless the first error is detected
before the occurrence of the second error. This probability
is given by

-3, L>2s2>1, 29

where s is the separation of two errors. Hence, the proba-
bility of double errors being detected within an L-digit
delay is given by

pa(L| double errors)

{i

L
1+ 3(1/L) 2_ pu(s — 1| single error)
s=1

— 31/Di — &L (30)

The performance of the Interleaved NRZI system can
be analyzed in a similar manner: If, in the Interleaved
NRZI system, one decomposes ia,} into two subse-
quences, each subsequence can be treated as if it were an
input to the NRZI system. Hence, the probability that
a single error can be detected within a delay L (assumed
to be even) is given, from Eq. (28), by

i

pyAL | single error) = 1 — I(B)**™', L > 0. (31)

Similarly, the double-error detection probability is given
by

ipy& L | double errors)
+ 3[1 — {1 — pu3L | single error)}’]

— 2/ — )P (32)

=1 —3®"
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6. Concluding remarks
We have shown in this paper the following results:

1) A magnetic recording channel can be treated as a
partial-response channel that possesses an inherent factor
(1 — D) in its discrete transfer function.

2) An error detection method applicable to a partial-
response channel is described and is applied to the NRZI
system.

3) A novel high-density recording method, called the
“Interleaved NRZI” recording system, has been devised
and its properties are discussed.

4) The performance of the proposed error detection scheme
applied to the NRZI and Interleaved NRZI systems is
analyzed.

It should be noted that although the potential improve-
ment in using the proposed “Interleaved NRZI” method
is demonstrated, many practical problems in implementing
such a system (e.g., detection and synchronization tech-
niques, etc.) are still open for further investigation.
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