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Abstract—In this paper, the performance of a binary phase
shift keyed random time-hopping impulse radio system with
pulse-based polarity randomization is analyzed. The effects of
interframe interference and multiple-access interference on the
performance of a generic Rake receiver are investigated for asyn-
chronous systems in frequency-selective environments. A key step
is to model the asynchronous system as a chip-synchronous system
with uniformly distributed timing jitter for the transmitted pulses
of interfering users. This model allows the analytical technique
developed for the synchronous case to be extended to the asyn-
chronous case and allows the derivation of closed-form equations
for the bit error probability in various Rake receiver architectures.
It is shown that a Gaussian approximation can be used for both
multiple-access and interframe interference as long as the number
of frames per symbols is large (typically, at least 5), whereas there
is no minimum requirement for the number of users for the equa-
tions to hold. It is observed that under many circumstances, the
chip-synchronous case shows a worse bit error probability perfor-
mance than the asynchronous case; the amount of the difference
depends on the autocorrelation function of the ultra-wideband
pulse and the signal-to-interference-plus-noise-ratio of the system.
Simulations studies support the approximate analysis.

Index Terms—Impulse radio (IR), interframe interference (IFI),
multiple-access interference (MAI), Rake receivers, ultra-wide-
band (UWB).

I. INTRODUCTION

S INCE the US Federal Communications Commission (FCC)
approved the limited use of ultra-wideband (UWB) tech-

nology [1], communications systems that employ UWB signals
have drawn considerable attention. A UWB signal is defined to
possess an absolute bandwidth larger than 500 MHz or a rela-
tive bandwidth larger than 20% and can coexist with incumbent
systems in the same frequency range due to its large spreading
factor and low power spectral density. UWB technology holds
great promise for a variety of applications such as short-range
high-speed data transmission and precise location estimation.
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Commonly, impulse radio (IR) systems, which transmit very
short pulses with a low duty cycle, are employed to implement
UWB systems [2]–[6]. In an IR system, a train of pulses is
sent and information is usually conveyed by the position or
the polarity of the pulses, which correspond to Pulse Position
Modulation (PPM) and Binary Phase Shift Keying (BPSK),1

respectively. In order to prevent catastrophic collisions among
different users and, thus, provide robustness against multiple-
access interference (MAI), each information symbol is repre-
sented by a sequence of pulses; the positions of the pulses within
that sequence are determined by a pseudo-random time-hopping
(TH) sequence that is specific to each user [2]. The number
of pulses representing one information symbol can also be in-
terpreted as pulse combining gain.

In “classical” impulse radio, the polarity of those
pulses representing an information symbol is always the
same, whether PPM or BPSK is employed [2], [7]. Recently,
pulse-based polarity randomization was proposed, where each
pulse has a random polarity code in addition to the mod-
ulation scheme [8], [9]. The use of polarity codes can provide
additional robustness against MAI [8] and help optimize the
spectral shape according to FCC specifications by eliminating
the spectral lines that are inherent in IR systems without po-
larity randomization [10].

A TH-IR system with pulse-based polarity randomization
can be considered to be a random CDMA (RCDMA) system
with a generalized signature sequence, where the elements of
the sequence take values from and are not neces-
sarily independent and identically distributed (i.i.d.) [8]. The
performance of RCDMA systems with i.i.d. binary spreading
codes has been investigated thoroughly in the past (see,
e.g., [11]–[13]). Recently, [14] and [15] have considered the
problem of designing ternary codes for TH-IR systems. More-
over, in [8], the performance of random TH-IR systems with
pulse-based polarity randomization has been investigated over
additive white Gaussian noise (AWGN) channels, assuming
symbol-synchronized users. To the best of our knowledge, no
study concerning the bit error probability (BEP) performance of
Rake receivers (with various combining schemes) for a random
TH-IR system with pulse-based polarity randomization in a
multiuser, frequency-selective environment has been reported
in the literature. In this paper, we investigate such a system
and provide (approximate) closed-form expressions for its
performance. We consider an important case in practice, where

1Since IR is a carrierless system, the only admissible phases are 0 and �.
Therefore, BPSK becomes identical to Binary Amplitude-Shift Keying (BASK)
in this case.
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the different users are completely asynchronous. We begin
by considering the chip-synchronous case where the symbols
of different users are misaligned, but this misalignment is an
integer multiple of the chip interval. Subsequently, we treat
a more general asynchronous case, where we show that the
system can be represented as a chip-synchronous system with
uniform timing jitter between zero and the chip interval for
each interfering user. We consider frequency-selective channels
and analyze the performance of Rake receivers with various
combining schemes.

The remainder of the paper is organized as follows. Section II
describes the transmitted signal model for a TH-IR system
with pulse-based polarity randomization. In Section III,
both chip-synchronous and asynchronous systems over fre-
quency-selective channels are considered, and the performance
of Rake receivers is analyzed for various combining schemes.
Simulation studies are presented in Section IV, followed by
some concluding remarks in Section V.

II. SIGNAL MODEL

We consider a BPSK random TH-IR system with users,
where the transmitted signal from user is represented by

(1)

where is the transmitted UWB pulse with duration
and unit energy, is the bit energy of user is the “frame”
time, is the number of pulses representing one information
symbol, and is the information symbol
transmitted by user . In order to allow the channel to be shared
by many users without causing catastrophic collisions, a time-
hopping sequence is assigned to each user, where

with equal probability, with denoting the
number of possible pulse positions in a frame ,
and and are independent for . This TH

sequence provides an additional time shift of seconds to
the th pulse of the th user where the pulse width is also
considered as the chip interval.

represents the total processing gain of the
system. Due to the regulations by the FCC [1], each user can
transmit a certain amount of energy in a given time interval.
Since the symbol (bit) energy of the signal defined in (1) is
constant (denoted by ), we consider a fixed symbol interval;
hence, a constant total processing gain throughout the paper.

The random polarity codes ’s are binary random variables

taking with equal probability, and such that and are
independent for [8]. Use of random polarity codes
helps reduce the spectral lines in the power spectral density of
the transmitted signal [10] and mitigate the effects of MAI [8].
The receiver for user is assumed to know its polarity code.

Defining a sequence as

otherwise
(2)

Fig. 1. TH-IR signal with pulse-based polarity randomization, where
N = 6; N = 4, and the TH sequence is f2; 1; 2; 3; 1; 0g. Assuming
that +1 is currently being transmitted, the polarity codes for the pulses are
f+1;+1;�1;+1;�1;+1g.

we can express (1) as

(3)

which indicates that a TH-IR system with polarity randomiza-
tion can be regarded as an RCDMA system with a generalized
spreading sequence [8], [16]. Note that the main differ-
ence of the signal model in (1) from the “classical” RCDMA
model [11]–[13] is the use of as the spreading se-
quence, instead of . The system model given by (1)
can represent an RCDMA system with a processing gain of ,
by considering the special case when .

An example TH-IR signal is shown in Fig. 1, where six pulses
are transmitted for each information symbol with the
TH sequence .

III. PERFORMANCE ANALYSIS

We consider transmission over frequency selective channels,
where the channel for user is modeled as

(4)

where and are the fading coefficient of the th path and
the delay of user , respectively; is the minimum resolvable
path interval. We set without loss of generality. We as-
sume that the channel characteristics remain unchanged over a
number of symbol intervals, which can be justified by consid-
ering that the symbol duration in a typical application is on the
order of tens or hundreds of nanoseconds, and the coherence
time of an indoor wireless channel is on the order of tens of
milliseconds.

Note that the channel model in (4) is quite general in that
it can model any channel of the form if
the channel is bandlimited to . Thus, each realization of an
arbitrary (and nonuniformly sampled) channel model, e.g., the
802.15.3a UWB channel model [17], can be represented in the
form of (4). Only the statistics of the tap amplitude are changed
when the tap spacing is changed to a uniform spacing.

Using (1) and (4), the received signal can be expressed as
follows:

(5)
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where is a white Gaussian noise with zero mean and unit
spectral density, and

(6)

with being the received UWB pulse with unit energy.
We consider a Rake receiver for the user of interest, say user 1,

and express the template signal at the Rake receiver as follows:

(7)

where

(8)

with being the Rake combining weights.
The template signal given by (7) and (8) can represent

different multipath diversity combining schemes by choosing
an appropriate weighting vector : In an -finger Rake the
weights for multipath components not used in the
Rake receiver are set to zero while the remaining weights are
determined according to the combining scheme, such as “Equal
Gain Combining (EGC)” or “Maximum Ratio Combining
(MRC).”

The output of the Rake receiver can be obtained from (5)–(8)
as follows:

(9)

where the first term is due to the desired signal, is the self
interference of the received signal from user 1 itself, which we
call inter-frame interference (IFI), is the MAI from other users
and is the output noise, which is approximately distributed as

for large (Appendix A).
Inter-frame interference (IFI) occurs when a pulse of user 1

in a frame spills over to an adjacent frame due to the multipath
effect and consequently interferes with the pulse in that frame
(Fig. 2). The IFI in (9) can be expressed, from (5) and (7), as

(10)

where

(11)

with denoting the cross-correlation between of
(6) and of (8):

(12)

Fig. 2. Interframe interference (IFI) from the (m � 1)th frame to the mth
frame, where p denotes the position of the first user’s pulse in themth frame.
Only the signals from themth frame of the template (the signal on the top) and
from the (m � 1)th frame of the first user are shown. The IFI can also result
from a spill-over of the signal at themth frame of the template to the (m+1)th
frame when any of the pulses of the first user in the (m + 1)th frame overlap
with those pulses that spill over.

Fig. 3. Two different cases for a BPSK-modulated TH-IR system with
pulse-based polarity randomization when N = 24. For the first case,
N = 8; N = 3, and the pulse energy is E=3; for the second case,
N = 4;N = 6, and the pulse energy is E=6.

Note that in (11) denotes the IFI due to the transmitted
pulse in the th frame of user 1, and the sum of such IFI terms
over frames is equal to , as seen in (10). In Appendix B, we
show that these terms form a one-dependent sequence2 when

and their sum converges to a Gaussian random vari-
able for a large . This result is summarized in the following
lemma.

Lemma 3.1: As , the IFI in (10) is asymptoti-
cally normally distributed as

(13)

for .
Proof: See Appendix B.
Note that for a Rake receiver with one finger such that

and for , the expression reduces to
.

Due to the FCC’s regulation on peak to average ratio (PAR),
cannot be chosen very small in practice. Since we transmit

a certain amount of energy in a constant symbol interval, as
gets smaller, the signal becomes more peaky, as shown in Fig. 3.
Therefore, the approximation for large values can be quite
accurate for real systems depending on the system parameters.

2A sequence fX g is called a D-dependent sequence if all finite di-
mensional marginals (X ; . . . ;X ) and (X ; . . . ; X ) are independent
whenever m � n > D.
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When , the pulses in a frame always spill over to
the adjacent frame(s). In this case, the terms in (10) form a

-dependent sequence, and the asymptotic distri-
bution of the IFI is given by the following lemma.

Lemma 3.2: As , the IFI in (10) is asymptoti-
cally normally distributed as

(14)

for .
Proof: See Appendix C.
The MAI term in (9) can be considered as the sum of MAI

terms from each user, that is, , where each
is in turn the sum of interference due to the signals in the frames
of the template:

(15)

with

(16)

where is as in (12), and is the delay of the th user.
The effects of MAI will be different for synchronous

and asynchronous systems, as investigated in the following
subsections.

A. Symbol-Synchronous and Chip-Synchronous Cases

In the symbol-synchronous case, the symbols from different
users are exactly aligned. In other words, for

. On the other hand, for a chip-synchronous scenario,
the symbols are misaligned but the amount of misalignment
is an integer multiple of the chip interval . That is,

, for , where is uniformly distributed
in with .

Note that the assumption of synchronism may not be very
realistic for a UWB system due to its high time resolution.
However, the aim of this subsection is two-fold. First, we
will show that the BEP performance of the UWB system
is the same whether the users are symbol-synchronized or
chip-synchronized. Second, we will extend the result for

the chip-synchronous case to a more practical asynchronous
case by modeling asynchronous interfering users as chip-syn-
chronous users with uniform timing jitter, as will be shown in
the next subsection.

The following lemma gives the asymptotic distribution of
MAI from a user for a large number of pulses per symbol.

Lemma 3.3: As , the MAI from user , which
is chip-synchronized to user 1, is asymptotically normally dis-
tributed as

(17)

The result is also valid for a symbol-synchronous scenario.
Proof: See Appendix D.
Note that when and , for , we have

, which represents the result
for a Rake receiver with a single finger that picks up the first
path signal component only.

Note that the Gaussian approximation in Lemma 3.3 is dif-
ferent from the standard Gaussian approximation (SGA) used
in analyzing a system with many users [19]–[21]. Lemma 3.3
states that when the number of pulses per information symbol
is large, the MAI from an interfering user is approximately dis-
tributed as a Gaussian random variable.

We also note from Lemma 3.3 that the effect of the MAI is the
same for symbol-synchronized and chip-synchronized cases.
This is due mainly to the pulse-based polarity randomization,
which makes the probability distribution of the MAI indepen-
dent of the information bits of the interfering user, as can be
observed from (16). Since the probability that a pulse of the
template signal overlaps with any of the pulses of an interfering
user is the same whether the users are symbol-synchronous or
chip-synchronous, the probability distributions turn out to be
the same for both cases.

An approximate expression for BEP can be derived from (9),
using Lemmas 3.1, 3.2, and 3.3 as in (18), shown at the bottom
of the page, where we have (19)–(21), shown at the bottom of
the next page.

Equation (18) implies that for a fixed total processing gain
, increasing , the number of chips per frame, will decrease

the effects of IFI, while the dependency of the expressions on
the MAI remains unchanged. Hence, an RCDMA system, where

, can suffer from IFI more than any other TH-IR system
with pulse-based polarity randomization, where , if the
amount of IFI is comparable to the MAI and thermal noise.

(18)
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B. Asynchronous Case

Now consider a completely asynchronous scenario. In this
case, it is assumed that in (16) is uniformly distributed ac-
cording to for .

In order to calculate the statistics of the MAI term in (9), the
following simple result will be used.

Proposition 3.1: The MAI in the asynchronous case has the
same distribution as the MAI in the chip-synchronous case with
interfering user having a jitter , for , which is
the same for all pulses of that user and is drawn from the uniform
distribution .

Proof: Consider (16). For is uniformly
distributed in the discrete set in the
chip-synchronous case. In the asynchronous case, is a
continuous random variable with distribution . If
the jitter in the chip-synchronous case is uniformly dis-
tributed with , then is uniformly distributed as

; hence, it is equivalent to the distribution of in
the asynchronous case.

Proposition 3.1 reduces the performance analysis of asyn-
chronous systems to the calculation of the statistical properties
of

(22)

where takes on the values
with equal probabilities and . This problem is sim-
ilar to the analysis of TH-IR systems in the presence of timing
jitter, which is studied in [18]. However, in the present case, the
timing jitter of all pulses of an interfering user is the same in-
stead of being i.i.d.

The following lemma approximates the distribution of the
MAI from an asynchronous user, conditioned on the timing jitter
of that user when the number of pulses per symbol, , is large.

Lemma 3.4: As , the MAI from user given
has the following asymptotic distribution:

(23)

where

(24)

with .
Proof: See Appendix E.
Note that when , which corresponds to the chip-syn-

chronized case, (24) reduces to (21).
From Lemma 3.4, we can calculate, for large , an approx-

imate conditional BEP given as (25), shown at
the bottom of the page, where is as in (24) and
and are as in (19) and (20), respectively.

By taking the expectation of (25) with respect to
, where for , we

find the BEP:

(26)

However, when the number of users is large, calculation of
(26) becomes cumbersome since it requires integration of

(19)

(20)

and

(21)

(25)
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over variables. In this case, the SGA [19]–[21] can be
employed in order to approximate the BEP in the case of large
number of equal energy interferers:

Lemma 3.5: Assume that all the interfering users have the
same bit energy and normalized channel coefficients. Then,
for large , where is the MAI term in (9), is
approximately distributed as

(27)

where

(28)

Proof: See Appendix F.
The BEP can be approximated from Lemma 3.5 as in (29),

shown at the bottom of the page, for large and and for
equal energy interferers.

From (29), we make the same observations as in the syn-
chronous case. Namely, for a given value of the total processing
gain , the effect of the MAI on the BEP remains
unchanged while the effect of the IFI increases as the number
of chips per frame decreases. Hence, the IFI could be more
effective for an RCDMA system, where .

C. Different Rake Receiver Structures

In the previous derivations, we have considered a Rake re-
ceiver with fingers, one at each resolvable multipath compo-
nent [see (7) and (8)]. A Rake receiver combining all the paths
of the incoming signal is called an all-Rake (ARake) receiver.
Since a UWB signal has a very large bandwidth, the number of
resolvable multipath components is usually very large. Hence,
an ARake receiver is not implemented in practice due to its
complexity. However, it serves as a benchmark for the perfor-
mance of more practical Rake receivers. A feasible implementa-
tion of diversity combining can be obtained by a selective-Rake
(SRake) receiver, which combines the best, out of , mul-
tipath components. Although an SRake receiver is less com-

plex than an ARake receiver, it needs to keep track of all the
multipath components and choose the best subset of them be-
fore feeding it to the combining stage. A simpler Rake receiver,
which combines the first paths of the incoming signal, is
called a partial-Rake (PRake) receiver [22].

The BEP expressions derived in the previous subsections for
synchronous and asynchronous cases are general since one can
express different combining schemes by choosing appropriate
combining weight vector, . For example, if we consider the
maximum ratio combining (MRC) scheme, the weights can be
expressed as follows for ARake, SRake, and PRake receivers:

1) ARake: In this case, the combining weights are chosen
as , where are the Rake combining
weights in (8) and are the fading coeffi-
cients of the channel for user 1.

2) SRake: An SRake receiver combines the best paths
of the received signal. Let be the set of indices of these best
fading coefficients with largest amplitudes. Then, the combining
weights in (8) are chosen as follows:

(30)

3) PRake: A PRake receiver combines the first paths of
the received signal. Therefore, the weights of an SRake receiver
with MRC scheme are given by the following:

(31)

where .

D. Special Case: Transmission Over AWGN Channels

From the analysis of frequency-selective channels, we can
obtain the expressions for AWGN channels as a special case,
which might be useful for intuitive explanations.

Considering the expressions in (5)–(8), and setting
and for , the output of the

matched filter (MF) receiver can be expressed as

(32)

where the first term is the signal part of the output, is the
MAI due to other users and is the output noise, distributed
as . Note that there is no IFI in this case since
a single path channel is assumed.

The MAI is expressed as , where the distribu-
tion of in the symbol-synchronous and chip-synchronous
cases can be obtained from Lemma 3.3 as

(33)

(29)
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Then, the BEP can be obtained as follows:

(34)

where , which is the total processing gain of the
system. Note from (34) that the BEP depends on and
only through their product. Hence, the system performance does
not change by changing the number of pulses per information
symbol, , and the number of chips per frame, , as long as

is held constant. This is different from the general case
of (18), where the IFI is reduced for larger . Therefore, for
AWGN channels, the BEP performance of a TH-IR system with
pulse-based polarity randomization is the same as the special
case of an RCDMA system.

From [8], the BEP for TH-IR systems without pulse-based
polarity randomization is given by the following expression for
the case of a synchronous environment with a large number of
equal energy interferers:

(35)

where is the energy of an interferer.
Comparing (34) and (35), we observe that for , the

MAI affects a TH-IR system without polarity randomization
more than it affects a TH-IR system with pulse-based polarity
randomization and that the gain obtained by polarity random-
ization increases as increases (in an interference-limited
scenario). The main reason behind this is that random polarity
codes make each interference term to a pulse of the template
signal [see (16)] a random variable with zero mean since it
can be plus or minus interference with equal probability. On
the other hand, without random polarity codes, the interference
terms to the pulses of the template signal have the same sign
and, hence, add coherently, which increases the effects of the
MAI.

Note that the effects of the MAI reduce if the UWB system
without pulse-based polarity randomization is in an asyn-
chronous environment. Because, in such a case, the MAI terms
from some of the pulses add up among themselves while the
remaining ones add up among themselves and the polarities
of these two groups are independent from each other. Hence,
the average power of the MAI is smaller than that in the
symbol-synchronous case but it is still larger than or equal to
the power the MAI for the UWB system with pulse-based po-
larity randomization, where the sign of each interference term is
independent (see [23] for the tradeoff between processing gains
in TH-IR systems with and without polarity randomization).

For TH-IR systems with polarity randomization, we can ap-
proximate, using Lemma 3.5, the total MAI in the asynchronous
case for a large number of equal energy interferers as

(36)

Let . Then,
from (36), . Note from (33) that for

Fig. 4. UWB pulses and autocorrelation functions for T = 0:5 ns.

equal energy interfering users, the MAI in the symbol/chip-syn-
chronous case is distributed as .
Hence, we see that the difference between the powers of the
MAI terms depends on the autocorrelation function of the UWB
pulse. For example, for the autocorrelation function of (39)
below, and symbol/chip-synchronization assumption
could possibly result in an over-estimate of the BEP depending
on the signal-to-interference-pulse-noise ratio (SINR) of the
system.

From (32) and (36), the BEP of an asynchronous system can
be approximately expressed as follows:

(37)

for large values of . Similar to the synchronous case, the
performance is independent of the distribution of between

and . Therefore, the TH-IR system performs the same as
an RCDMA system in this case.

E. Average BEP

In order to calculate the average BEP, the previous expres-
sions for probability of bit error need to be averaged over all
fading coefficients. That is, ,
which does not lend itself to simple analytical solutions. How-
ever, this average can be evaluated numerically or by Monte
Carlo simulations.

IV. SIMULATION RESULTS

In this section, the BEP performance of a TH-IR system with
pulse-based polarity randomization is evaluated by conducting
simulations in MATLAB. The following two types of (unit en-
ergy) UWB pulses and their autocorrelation functions are em-
ployed as the received UWB pulse in the simulations
(Fig. 4):

(38)
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Fig. 5. BEP versus SINR for different cases, whereN = 5; N = 15;N =
10; E = 0:5, andE = 1. Transmission over an AWGN channel is considered.

(39)

(40)

(41)

where of is the normalization constant,
is used in the simulations, and the rectangular pulse is
chosen as an approximate pulse shape in order to compare the
performance of the system with different pulse shapes.

Fig. 5 shows the BEP performance of a 10-user system
over an AWGN channel, where and

. The bit energy of the user of interest, user 1, is
, whereas the interfering users transmit bits with unit

energy ( for ), and the attenuation due
to the channel is set equal to unity. The SINR is defined by
SINR . In Fig. 5, the
SINR is varied by changing the noise power and the BEP is
obtained for different SINR values in the cases of symbol-syn-
chronous, chip-synchronous and asynchronous TH-IR systems
with pulse-based polarity randomization and a synchronous
TH-IR system without pulse-based polarity randomization3.
For the asynchronous case, performance is simulated for dif-
ferent pulse shapes and , given by (38) and (40),
respectively. From Fig. 5, we see that the simulation results
match closely with the theoretical results. In addition, note that
for small SINR, all the systems perform quite similarly since
the main source of error is the thermal noise in that case. As the
SINR increases, i.e., as the MAI becomes the limiting factor, the
systems start to perform differently. The asynchronous systems
perform better than the chip-synchronous and symbol-syn-
chronous cases since in (37) is about 0.2
for and for , which also explains the reason

3The results for the TH-IR system without pulse-based polarity randomiza-
tion are provided to justify the discussion in Section III.D. The extensive com-
parison between TH-IR systems with and without polarity randomization is be-
yond the scope of this paper.

Fig. 6. Bit error rate versus E =N for different cases, where N =
5;N = 15;N = 10;E = 0:5, and E = 1. The channel coefficients
are [0:4653 0:5817 0:2327� 0:4536 0:3490 0:2217� 0:1163 0:0233�
0:0116� 0:0023].

for the lowest BEP of the asynchronous system with UWB
pulse . It is also observed that for an IR-UWB system
with pulse-based polarity randomization, the chip-synchronous
and the symbol-synchronous systems perform the same as ex-
pected. Moreover, we observe that without pulse-based polarity
randomization, the MAI is more effective, which results in
larger BEP values.

In order to compare the approximate analytical expressions
and the simulation results for multipath channels, we
consider the following channel coefficients for all users:

. Then, the Rake com-
bining fingers are for an ARake receiver,

for an SRake receiver with three fingers, and
for a

PRake receiver with three fingers. The system parameters
are chosen as , and

for . Fig. 6 plots BEPs of different
Rake receivers for synchronous and asynchronous systems
with pulse-based polarity randomization. From the figure,
we have the same conclusions as in the AWGN channel
case about synchronous and asynchronous cases. Namely,
chip-synchronous and symbol-synchronous systems perform
the same and asynchronous systems with received pulses
and perform better. The asynchronous system with

performs the best due to the properties of its correlation
function. Note that the performance is poor when there is
synchronism (chip or symbol level) among the users. However,
the asynchronous system performs reasonably well even in
this harsh multiuser environment. Hence, when computing
the BEP of a system, the assumption of synchronism can
result in over-estimating the BEP. Apart from those, it is also
observed from the figure that the ARake receiver performs the
best as expected. In addition, the SRake performs better than
the PRake since the former collects more energy because the
fourth path is stronger than the third path.



GEZICI et al.: PERFORMANCE EVALUATION OF IMPULSE RADIO UWB SYSTEMS 2545

Fig. 7. Bit error rate versus E =N for different receivers in an asynchronous
environment, where N = 5; N = 15;N = 10; E = 1, and E = 1.
The channel parameters are L = 20; � = 0:25; � = 1. The SRake and
PRake have five fingers each.

For the next simulations, we model the channel coefficients
as sign for , where sign is
with equal probability, and is distributed lognormally as

. In addition, the energy of the taps is exponentially
decaying as , where is the decay
factor, and [so

]. All the system parameters are the same as in the pre-
vious case, except we have in this case. For the channel
parameters, we have , and can be
calculated from

, for .
Fig. 7 plots the BEP versus for different Rake re-

ceivers in an asynchronous environment, where models
the received UWB pulse. We consider ARake, SRake, and
PRake receivers for the TH-IR system with pulse-based po-
larity randomization and an ARake receiver for the one without
pulse-based polarity randomization. The SRake and PRake
receivers have five fingers each. As can be seen from the figure,
the theoretical results are quite close to the simulation results.
More accurate results can be obtained when the number of users
is larger. It is also observed that the performance of the SRake
receiver with five fingers is close to that of the ARake receiver
in this setting. Moreover, the ARake receiver for the system
without polarity randomization performs almost as worst as the
PRake receiver for the UWB system with polarity randomiza-
tion, which indicates the benefit of polarity randomization in
reducing the effects of MAI.

In Fig. 8, we set and keep all the other parameters the
same as in the previous case. Here, we consider a UWB system
with polarity randomization and observe the performances of
the SRake and the PRake receivers for different number of fin-
gers , using (29). It is observed from the figure that the per-
formance of the SRake receiver with ten fingers is very close to
that of the ARake receiver, whereas the PRake receiver needs
around 15 fingers for a similar performance.

Fig. 8. Bit error rate versus E =N for different receivers in an asynchronous
environment, where N = 5;N = 15;N = 10;E = 2, and E = 1.
The channel parameters are L = 20; � = 0:25; � = 1.

V. CONCLUSION

In this paper, the performance of random TH-IR systems
with pulse-based polarity randomization has been analyzed,
and approximate BEP expressions for various combining
schemes of Rake receivers have been derived. Starting from
the chip-synchronous case, we have analyzed the completely
asynchronous case by modeling the latter by an equivalent
chip-synchronous system with uniform timing jitter at inter-
fering users. The effects of MAI and IFI have been investigated
assuming that the number of pulses per symbol is large, and
approximate expressions for the BEP have been derived. In
addition, for a large number of interferers with equal energy,
an approximate BEP expression has been obtained. Simula-
tion results agree with the theoretical analysis, justifying our
approximate analysis for practical situations.

APPENDIX

A. Asymptotic Distribution of in (9)

The noise term in (9) can be obtained from (5) and (7)
as , where is a zero mean
white Gaussian process with unit spectral density. Hence,
is a Gaussian random variable for a given template signal.
Since the process has zero mean, has zero mean for any
template signal. The variance of can be calculated as

using the fact that is white.
Using the expressions in (7) and (8), we get

(42)

where .
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It can be shown that for all since
is assumed to be a unit energy pulse. Now, consider

. By definition, is zero when there is
no overlap between the pulses from the th and the th frames.
Assume that . Then, for .
In other words, there can be spillover from one frame only to a
neighboring frame. In this case, (42) becomes

(43)

Note that is a random variable at a given time
instant due to the presence of the random time-hop-
ping sequence , and are identi-
cally distributed for . Since

has zero mean and forms an i.i.d. sequence for

forms a zero mean i.i.d. sequence. Hence, the second summa-
tion in (43) converge to zero as , by the Strong Law
of Large Numbers.

When the assumption is removed, we can still use
the same approach to prove the result for finite values of . In
that case, we can write a more general version of (43) as

(44)

where for . Since is assumed to
be finite, is also finite. Hence, the second term in (44) still
converges to zero as .

Thus for large , and so is
approximately distributed as .

B. Proof of Lemma 3.1

The aim is to approximate the distribution of
, where is given by (11).

Note that denotes the interference to the th frame coming
from the other frames. Assuming that , there can
be interference to the th frame only from the th or

th frames. Hence, can be expressed as:

(45)

Note that are identically distributed but
not independent. However, they form a 1-dependent sequence
[24] since and are independent whenever .

The expected value of is equal to zero due to the random
polarity code. That is, . The variance of can be
calculated from (45) as

(46)

where the fact that the random polarity codes are zero mean and
independent for different indices is employed.

Since the TH sequence can take any value in
with equal probability, the variance can be calculated as

(47)

which can be expressed as

(48)

using (6), (8), and (12).
Now, consider the correlation terms. Since

when . Hence, we need to
consider only. Similar to the derivation of the
variance, can be obtained, from (45), as follows:

(49)

Since is a zero mean one-dependent se-

quence, converges to

(50)

as [24]. Hence, (13) follows from (48) and (49).

C. Proof of Lemma 3.2

In this section, we derive the distribution of IFI for
. Consider the case where ,

with being a positive integer. Hence, forms
a -dependent sequence in this case. Similar to Appendix B,
we need to calculate the mean, the variance and the correlation
terms for in (11). Due to the polarity codes, it is clear that

. The variance can be expressed as follows, using
(11) and the fact that the polarity codes are zero mean and inde-
pendent for different indices:

(51)
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which can be calculated as

(52)

using that fact that the TH sequence is uniformly distributed in
.

Then, the variance term can be expressed as

(53)

which can be obtained, using (6), (8), and (12), as follows:

(54)

Since form a -dependent sequence,
we need to calculate for . Then, the
IFI term in (10) can be approximated by

(55)

as [24].
Using (6), (8), (11), and (12), the correlation term in (55) can

be calculated, after some manipulation, as

(56)

Hence, (14) can be obtained by inserting (54) and (56) into
(55).

D. Proof of Lemma 3.3

In order to calculate the distribution of the MAI from user
, we first calculate the

mean and variance of given by (16), where the delay of the
user, , is an integer multiple of the chip interval: .

Due to the polarity codes, the mean is equal to zero for any
delay value ; that is, . In order to calculate
the variance, we make use of the facts that the polarity codes are
independent for different user and frame indices and that the TH

sequence is uniformly distributed in . Then,
we obtain the following expression:

(57)

which is equal to

(58)

Using (6), (8), and (12), (58) can be expressed as

(59)

Moreover, we note that for due
to the polarity codes.

Similar to the proofs in Appendices B and C,
forms a dependent sequence, and the

MAI from user

converge to since the correlation terms
are zero. Hence, (17) can be obtained from (59).

Note that the result is true for any value of since
in (59) is independent of . Hence, the result

is valid for both symbol and chip synchronous cases.

E. Proof of Lemma 3.4

The Proof of Lemma 3.4 is an extension of that of Lemma 3.3.
Considering (22), we have an additional offset , which causes
a partial overlap between pulses from the template signal and
those from the interfering signal.

Due to the presence of random polarity codes, the mean of
in (22) is equal to zero. Using the fact that the polarity codes

are zero mean and independent for different frame indices and
that the TH codes are uniformly distributed in

, we can calculate the variance of conditioned on and
as

(60)

which can be shown to be equal to

(61)

Note that since the expression in (61) is independent of
.
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From (6), (8), and (12), we can obtain an expression for
when as

(62)

where . Similarly, the expres-

sion for can be expressed as follows for

(63)

Using (62) and (63), can be expressed from
(61) as

(64)

In addition, due to the polarity codes, the correlation terms are
zero. That is, for . Then, from the
central limit argument in [24], we see that in (15), which
is conditioned on , converges to the distribution given in
Lemma 3.4.

F. Proof of Lemma 3.5

Consider interfering users, each with bit energy
, and assume normalized channel coefficients. Then, the total

MAI is the sum of uncorrelated
random variables, where .

Using the results in Appendix E, namely,
for and (64), we obtain, as

(65)

using the SGA [19]–[21], where can be ob-
tained as in (28) from (64), using the fact that .
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